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Abstract 

 

The various methods that comprise the field of molecular modeling are reviewed 

in the context of their potential for application to the molecular level design of new fire 

retardants and suppressants. The capabilities of these techniques are demonstrated by 

performing calculations on systems ranging in molecular complexity from small gas 

phase molecules to polymers. As a consequence of its fundamental basis, molecular 

modeling can be used to predict the properties of new materials in ways that macroscopic 

models cannot and, thereby, offers an unrivaled potential for computer aided molecular 

design. Unfortunately, the amount of computational effort required to obtain this level 

detail currently restricts the domain of these calculations to infinitesimal scales of time 

and distance, which limits their application to model systems. These boundaries, 

however, are receding as advances in computer technology enable calculations on 

increasingly more complex systems. Based on the rapid pace of the progress attained so 
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far, it seems likely that molecular modeling will soon become an integral part of 

industrial research and development programs in materials flammability. The purpose of 

this chapter is, therefore, to provide a meaningful introduction to the field with an 

emphasis on how these teqhniques can be applied to the design and development of fire 

retardants and suppressants. 

  

13.1 Introduction 

 

The flammability of materials is an important concern that must addressed before 

they can be used in buildings, ships, aircraft and clothing. However, the present 

generation of fire retardant additives and fire resistant polymers has come under 

increasing public scrutiny because of the perception that they may contribute to 

environmental problems [1,2]. Some materials, more specifically those containing 

chlorinated or brominated additives and polymers, have been implicated in studies that 

suggest that they contribute to the formation of dioxins and furans during incineration [2]. 

This concern has spurred interest in the development of new and more “environmentally 

friendly” treatments to reduce polymer flammability. 

The emergence of this issue has occurred at a time when computer technology has 

opened new possibilities for the molecular level design of additives and materials. Indeed, 

molecular modeling has become an integral part of the research and development process 

in many important industries. This, in turn, has spurred the growth of a new sector in the 
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economy comprised of a multitude of small businesses that develop and support 

molecular modeling software [3]. Pharmaceutical companies, in particular, have 

pioneered the application of these techniques to the computer-aided design of biologically 

active compounds [4]. Recent work conducted at the Building and Fire Research 

Laboratory of the National Institutes of Standards and Technology has also demonstrated 

that molecular modeling is a promising approach to the development of new fire retardant 

additives and fire resistant materials [5-9]. 

Molecular modeling offers some potential advantages over macroscopic 

approaches, such as those based on chemical kinetics [10] and fluid dynamics [11], which 

may be used to obtain similar information about the properties of materials. These derive 

from the nature of the potential energy functions or forcefields (vide infra) that are the 

basis of most molecular models, which are generally applicable to an entire class of 

chemically related compounds. Thus, for example, the parameters that describe the C-C 

and C-H bonds in ethane are, to a good approximation, transferable to many other 

hydrocarbon molecules, including polymers. On the other hand, the implementation of 

kinetic and/or transport models requires specific information about reaction mechanisms, 

rate constants, and viscosities that are not generally available. This is especially true 

when the purpose of the investigation is to predict the properties of hypothetical 

materials, for which there are no experimental data. Furthermore, the capability to 

examine a process at a molecular level can provide the basis for a deeper understanding 

of the operant mechanisms. As a consequence of this generality, molecular modeling can 
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be used to predict the properties of new materials in ways that macroscopic models 

cannot, and thereby offers an unrivaled potential for computer-aided molecular design. 

On the other hand, the capability to study structure and reactivity at the molecular level of 

detail does not come without cost. The computational effort involved in performing 

simulations on polymers can be prohibitive and often restricts the scope of the 

investigation to infinitesimal times and distances, which may not always provide an 

adequate representation of the processes of interest. For this reason, molecular modeling 

is, at least for the time being, a complementary approach that must be combined with 

experimental measurements and macroscopic modeling to provide a complete picture of 

polymer flammability and fire resistance. 

 In this chapter, the various methods that comprise the field of molecular modeling 

will be reviewed and the viability of using these techniques to identify factors which alter 

the thermal degradation chemistries of polymers in ways that effect a reduction in their 

flammability will be assessed. The purview of this exposition will be extended to include 

consideration of quantum mechanical calculations performed on a series of small gas 

phase molecules that were advanced as candidates for the replacement of halon fire 

extinguishants [12]. These calculations were performed to assess the potential 

environmental impacts of these chemicals. This topic is included in this chapter in order 

to provide a relevant example of the application of molecular quantum mechanics, which 

at the time of this writing, is still limited to relatively small molecules. 
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13.2 Background 

 

 The basis of molecular modeling is the Schr`dinger equation. This is a 

complicated partial differential equation that formally couples all of the molecular 

degrees of freedom. It is written in abbreviated form in Eq.(1), 

 ),,(),(),( rRErRrRH Ψ=Ψ  ( 1 ) 

 

where R and r are used to denote the collective coordinates of the nuclei (i.e., atomic 

centers) and electrons, respectively. The Schr`dinger equation is an example of, what is 

known in Mathematics, as an eigenvalue problem. The eigenvalue, E, corresponds to the 

energy and the eigenvector, Q(R,r), to the wavefunction of the molecule. The importance 

of the wavefunction is that it provides information about the electronic structure and 

geometry of the molecule. Thus, the square of the wavefunction gives the probability of 

finding the nuclei and the electrons at the positions specified by R and r, respectively.  

Eigenvalue equations are solved by standard mathematical techniques [13]. In the case of 

the Schr`dinger equation, the wavefunction and energy are obtained by diagonalizing the 

Hamiltonian (H) in the space spanned by a basis set. Extremely large basis sets are 

required to obtain chemical accuracy for energy-related properties in all but the smallest 

molecules.  

The molecular Hamiltonian is the quantum mechanical operator associated with 

energy. It consists of Laplacian operators for each of the electrons and nuclei that 
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comprise the constituent atoms and multiplicative terms that correspond to the kinetic and 

potential energy of the molecule, respectively. When acting on the wavefunction, it gives 

the total energy of the molecule in accordance with Eq.( 2 ),  

 ,EH =ΨΨ  ( 2 ) 

where the brackets are used to denote integration over all space and 

 
.),(),( ∑ Φ=Ψ
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i
ii RrCRr  ( 3 ) 

 

The coefficients, Ci, are determined by the condition that the energy is a minimum, 

subject to the constraint that <Ψ|Ψ> = 1. This procedure, which is equivalent to 

diagonalizing the Hamiltonian in the space spanned by the NC basis functions, is justified 

by the variational principle, which asserts that the energy of a trial wavefunction is 

always greater the true ground state energy [14]. The many-body basis functions,Φi(r,R),  

are called configurations and Eq.( 3 ) is the configuration interaction (CI) expansion of 

the wavefunction. 

The wavefunction in Eq.( 1 ) can be factored into functions that independently 

describe the electronic structure and the thermal motions of the nuclei. This follows from 

the Born – Oppenheimer approximation which asserts that electrons, because they are 

three orders of magnitude lighter, can adjust instantaneously to changes in the positions 

of the nuclei [15]. The effect of separating the nuclear and electronic coordinates is 

represented in Eq.( 4 ),  
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 ),;()(),( RrRrR ψφ≈Ψ  ( 4 ) 

 

where ψ(r;R) and N(R) are wavefunctions for the electrons and the nuclei, which may be 

obtained from the solution of Eqs.( 5 ) and( 6 ), respectively.  

 );()();();( RrRERrRrH e ψψ =  ( 5 ) 

 

 )()())(,( RERRERH e φφ =  ( 6 ) 

The semicolon in Eq.( 5 ) is used to indicate that the electronic wavefunction can be 

solved for a fixed nuclear framework specified by R. In this context, the electronic 

wavefunction is said to depend parametrically on the geometry of the molecule. The 

Hamiltonian for the nuclear Schr`dinger equation depends explicitly on the electronic 

energy, Ee(R), obtained from Eq.( 5 ). The interpretation is that the nuclei move in the 

potential field of the electrons. The eigenvalue, E, in Eq.( 6 ) represents the total 

molecular energy. This includes the kinetic energy associated with molecular rotations 

and vibrations, as well as, the electronic energy at the specified geometry. 

 The simplicity of the notation used in Eq.( 5 ) is deceptive. In fact, this equation 

can be solved exactly (i.e.,there exists an analytical solution) only in the special case of a 

one - electron system, such as H2
+. Thus, despite the mathematical rigor inherent in the 

formulation of the theory, the implementation of molecular quantum mechanics almost 

always involves approximations. The accuracy of the energy and other molecular 
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properties are determined by the completeness of the basis sets used in the expansion of 

the wavefunction. This is a two-fold problem. The many-body basis functions in the CI 

expansion of the wavefunction presented in Eq.( 3 ), are products of one-body functions 

(orbitals) which are also expanded in a basis set. The level of accuracy obtained from a 

quantum mechanical calculation is dependent on the size and quality of both the CI and 

orbital basis sets. Thus, an increase in accuracy can only be attained at the expense of a 

concomitant increase in computer time. Indeed, the computational effort involved in 

performing a full CI expansion, which in principle is the exact solution of the 

Schr`dinger equation in the space spanned by the basis set, increases as the number of 

one-electron basis functions (NBF) to the number of electrons (n) power.   

Recent advances in computer technology and in the development of approximate 

methods, however, have now made it possible to calculate the properties of small gas 

phase molecules, some of which are of major importance to the chemical industry, to 

chemical accuracy. This assertion will be supported using examples of bond energy 

calculations to estimate the atmospheric lifetimes of candidate compounds for the 

replacement of halon fire extinguishants in the following section. Based on the analysis 

presented in the preceding paragraph, it may be inferred that the limiting factor in the 

application of molecular quantum mechanics is the number of electrons in the molecule. 

Not surprisingly, the larger the molecule the more computer time is required for the 

calculation. At the time of this writing, it is exceedingly difficult to obtain chemically 

accurate information for molecules that contain more than about 10 carbon atoms [16]. 
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The boundaries to calculations on more complex systems, however, are receding rapidly 

as computers and computational methods, become increasingly more powerful. 

 The problem of determining molecular structure, which is the subject of Eq.( 6 ), is 

amenable to much greater simplifications. Indeed, atoms have sufficient mass that it is 

usually a good approximation to calculate their positions from classical, rather than 

quantum mechanical formulas. To the extent that this is true, Eq.( 6 ) may be replaced by 

Newton’s equations of motion, 
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where pi and qi denote the Cartesian components of momentum and position of the N 

atoms and V(q1,q2,…,q3N) = Ee(R) is the potential energy of the molecule. When 

transformed to Hamiltonian form, Eq.( 7 ) becomes  
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The classical Hamiltonian is obtained by replacing the derivative terms in the quantum 

mechanical operator by the classical formula for the kinetic energies of the nuclei. This 

result is given in Eq.( 9 ). 
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The next step in the simplification of the problem is to represent the electronic 

energy by introducing functions that account for the potential energy associated with the 

relative motions of the atomic centers. In the parlance of molecular modeling, these 

functions are collectively referred to as a forcefield. The source of this misnomer is that 

the forces that affect the motion of the atoms are calculated as the negative of the gradient 

of these functions, as indicated in Eq.( 7 ). The forcefield is parameterized using data 

obtained from experimental measurements and/or quantum mechanical calculations on 

representative compounds [17]. In principle, the result of this process is a generic 

potential energy function that can be used to describe an entire class of compounds.  

There are several types of calculations that are routinely performed using 

forcefields. Molecular mechanics is one of these. The objective of these calculations is 

usually to determine the geometry of a molecule by finding the coordinates that 

correspond to the minimum potential energy at absolute zero. The effect of temperature is 

taken into account in molecular dynamics, which consists of solving the equations of 

motion that are represented in Eq.( 7 ), or equivalently, in Eq.( 8 ). Yet another type of 

calculation that is frequently used in conjunction with forcefields is the Monte Carlo 

method. This is a statistical approach, whereby the equilibrium properties of molecules, 

which correspond to ensemble averages, can be computed by sampling the 

conformational space. The relative importance of a random change in molecular geometry 

is commonly determined by the criterion proposed by Metropolis et al. [18]. In this 
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method, the conformation of the molecule is allowed to change with a probability that is 

proportional to the Boltzmann factor, exp(-∆V/kBT). In this expression, ∆V is the change 

in potential energy calculated from the forcefield resulting from the move, kB is 

Boltzmann’s constant, and T is the absolute temperature. A related method based on 

Monte Carlo sampling of experimental molecular mass distributions, as opposed to a 

forcefield, has been used to elucidate the mechanisms of thermal degradation in poly-α-

methylstyrene [19] and polystyrene[20]. 

The model of thermal reactivity described in Section 13.3.2 is based on the 

Centralized Valence Forcefield (CVFF) [21], that is summarized in Eq.( 10 ). 
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The first term on the right hand side of this equation represents the kinetic energy of the 

N atoms in the model polymer. The next terms are the potential energies for bond 

stretching (Vb), bending (Va), and a torsional potential (Vt) that restricts internal rotation 

around the covalent bonds. The last term represents the nonbond potential energy (Vnb) 

resulting from the interactions between pairs of atoms that are not covalently bonded to 

each other. 
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13.3 Applications 

 13.3.1 Atmospheric Lifetimes of Halon Replacement Candidates 

 Halons 1301 (CF3Br) and 1211 (CF2ClBr) have been the fire-fighting agents of 

choice since the early 1950s. The commercial production of these chemicals was banned 

by international agreement in 1994 because of their potential for destroying stratospheric 

ozone [22]. In recent years, considerable effort has been directed to the search for 

suitable replacement chemicals [23-25]. To be acceptable as a candidate, the 

environmental impact of a chemical must be demonstrably less than that of the halons it is 

supposed to replace. Atmospheric lifetime, which is the average length of time it will take 

before the compound is removed from the atmosphere by natural processes (e.g. rain out 

of oxidized products), is a reliable predictor of both ozone depletion potential (ODP) and 

global warming potential (GWP) [23]. 

 The principal atmospheric removal mechanism for trace compounds that have an 

abstractable H is reaction with OH radical in the troposphere [23]. Reliable assessments 

of OH reactivity can be made on the basis of kinetic measurements [23]. This process, 

however, can be tedious and expensive because painstaking efforts have to be taken to 

ensure sample purity. The presence of even trace amounts of a reactive impurity will 

invalidate the results [26]. The prospect of being able to estimate the atmospheric lifetime 

of a replacement candidate on the basis of quantum mechanical calculations is, therefore, 

very appealing. 

 There is good reason to believe that this is a viable strategy. The rate-determining 
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step for the reaction with OH, at least for saturated halocarbons, is the abstraction of the 

H by OH, which requires breaking a C-H bond. On this basis, it seems plausible that the 

rate should correlate with the strength of the weakest C-H bond in the molecule. Indeed, 

according to Ahrrenius theory, the rate constant depends exponentially on the activation 

energy for the reaction (Ea) which should, in the case of H abstraction, be proportional to 

the amount of energy required to break the bond. On this basis, we would expect a linear 

relationship between the logarithm of the rate constants for the reaction of the candidate 

molecules (kC) and the bond dissociation energies of the reacting bonds (DC-H). 

Furthermore, assuming that the concentration of OH is essentially constant (i.e.,that the 

reaction is psuedo first order in RX-H), the atmospheric lifetime of the replacement 

candidate (C) should be proportional to kC
-1. The following formula, which is based on 

the well-established rate constant and lifetime of methyl chloroform (CH3CCl3), is widely 

used to estimate the lifetimes of halocarbons in-lieu of detailed atmospheric modeling: 

  .
)277(

)277(
0.7

C

MC

k

k
=τ  ( 11 ) 

 

In Eq.( 11 ) τ is the tropospheric lifetime of the candidate in years, kMC(277) is the OH 

rate constant for methyl chloroform at 277 K (a value which, when used in this context, is 

found to give good agreement with atmospheric models) which has a lifetime in the 

troposphere of about 7.0 years [27]. Substitution of the Ahrrenius expression for kC and 

the presumed linear dependence of Ea on DC-H gives, after taking the natural logarithm of 
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both sides, Eq.( 12 ). 

 baD HC += −τln  ( 12 ) 

 

The slope (a) and intercept (b), which depend on the relationship between Ea and DC-H, 

are assumed to be constant for a class of related compounds. The validity of this equation 

is confirmed in Figure 1, which is a plot of lnτ [28] vs DC-H [29] for a series of 

hydrofluorocarbons. 

 Although Eq.( 12 ) makes intuitive sense, it does not provide quantitative accuracy 

for the prediction of atmospheric lifetimes. This is a consequence of the exponential 

dependence of τ on DC-H, which has the effect of magnifying errors in the bond 

dissociation energies. Thus, the uncertainties in τ based on the linear fit to lnτ illustrated 

in Figure 1 are on the order of about 35 % of the predicted values. This estimate was 

derived from the average residual error and presumably reflects experimental errors in the 

bond energies and lifetimes, as well as weaknesses in the assumptions used in the 

derivation of Eq.( 12 ). Nevertheless, in the absence of a more quantitative relationship, 

Eq.( 12 ) does provide the capability to make qualitative assessments of atmospheric 

impact and should, therefore, be useful as a tool for screening replacement candidates. 

What follows is a brief description of quantum mechanical methods that can be used to 

calculate bond dissociation energies and the values obtained for a series of 

hydrofluorocarbons and hydrochlorocarbons. 
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 The bond dissociation energies were calculated directly as the difference in energy 

between the radical that results from breaking the bond of interest and the molecule. 

Some of the substituted methanes, which are the focus of this study, have multiple C-H 

bonds. Although this could potentially introduce an ambiguity, it turns out that in all 

cases under consideration, the C-H bonds in any given molecule are equivalent by 

symmetry. Thus, it was only necessary to perform two calculations on each molecule 

(i.e.,one on the molecule and one on the radical) to obtain the full set of C-H bond 

dissociation energies. 

The results obtained from a series of quantum mechanical methods are listed in the 

columns of Table I from left to right in order of increasing computational effort of the 

method. The first three entries, corresponding to the local density functional 

approximation with exchange only (LDA) [30], the VWN (Vosko, Wilk and Nusair) 

density functional with both exchange and correlation [30], and the Hartree Fock (HF) 

method [31], are based on single configuration wavefunctions (i.e.,NC = 1) constructed 

from energy optimized orbitals. The feature that distinguishes these calculations is their 

treatment of electron repulsion, which is the most complicated term in the Hamiltonian, 

in the equations used to determine the orbitals. Thus, in the case of the density functional 

methods, the potential due to the repulsion of the electrons is approximated by a simple 

function of the electron density that is justified by analogy to the exact expression for a 

uniform electron gas [32]. The VWN method is a variant of the LDA that includes an 

additional component to account for the effect of electron correlation, which is the 
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dynamic coupling between electrons resulting from their mutual repulsion, on the 

orbitals. This effect is ignored in the HF method, where the electron in each orbital 

experiences only the average electron repulsion of the n-1 remaining electrons. 

Consequently, the bond energies obtained from VWN calculations are usually more 

accurate, in an absolute sense, than are the corresponding values obtained from the HF 

method. This is the case, even though they usually require less computational effort than 

HF calculations on the same molecule. It should be noted, however, that this does not 

necessarily mean that the VWN method provides a better representation of the trends in 

the bond dissociation energies calculated for a series of compounds (vide infra). 

Electron correlation is accounted for in the MP4 method [33] by treating the 

difference between the actual coulombic repulsion between the electrons and the HF 

average as a perturbation. The MP4 energy is accurate through fourth order. By way of 

comparison, the HF energy corresponds to the sum of the zero and first order terms in the 

perturbation expansion of the energy. In contrast to the HF and LDA methods, which are 

based on single configuration wavefunctions, the MP4 energy includes contributions from 

many configurations and, as a result, it is almost always more accurate and precise. The 

coefficients in the MP4 multi-configuration wavefunction, however, are approximate in 

the sense that they do not diagonalize the molecular Hamiltonian. In fact, the 

wavefunction needs only to be accurate to second order to obtain fourth order accuracy in 

the energy. 

The most accurate and computationally demanding of the calculations considered 
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in the present study are based on the Gaussian - 2 (G2) approach [34]. This is more aptly 

described as a computational strategy because it consists of a series, rather than a single 

calculation. In the G2 approach, a hierarchy of relatively small perturbation and CI 

calculations are performed to account for the effects of the truncation of both the one-

electron (orbital) and many-electron (configurational) basis sets, as opposed to a single 

large scale calculation; which would be prohibitive in all but the smallest molecules. 

 The bond dissociation energies calculated by each of the methods are plotted for 

the seven substituted methanes, which were the focus of this investigation, in Figure 2. 

All of the methods, with the exception of VWN, reproduce the trends in the experimental 

data. Only the G2 method, however, approaches quantitative agreement with the 

experimental values. The root mean square error of the G2 bond dissociation energies is 

about 3 kJ/mol, which corresponds to an uncertainty of almost 40% in the prediction of 

atmospheric lifetimes. While this is probably an acceptable level of accuracy for a 

screening method, bond additive corrections based on empirical data can be used to bring 

the computed bond energies into better agreement with experiment [35-38]. 

All of the methods, that were considered here in the context of the development of 

a screening method for environmental impact, are equally useful in evaluating bond 

dissociation energies and other parameters that are needed for the forcefields used in 

molecular mechanics, dynamics and Monte Carlo calculations. A description of a 

molecular dynamics model of thermal reactivity that makes use of a forcefield that has 
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been modified to account for the major reactions involved in the thermal degradation of 

polymers is presented in the next section. 

    

 13.3.2 Molecular Modeling of the Thermal Degradation of Polymers 

The research conducted in this laboratory has focused on the application of 

molecular modeling techniques to identify factors that affect the condensed phase thermal 

degradation chemistry of polymers in ways that result in a reduction in their flammability 

[5-9]. This effort has culminated in the development of a novel computer program, 

hereafter called MD_REACT, based on molecular dynamics. The feature that 

distinguishes MD_REACT from other MD codes is that it allows for the formation of 

new bonds from free radical fragments that are generated when bonds in the polymer 

break and, thereby, accounts for the chemical reactions that play a major role in the 

thermal degradation process (Figure 3) [39]. What follows is an overview of the theory 

and implementation of MD_REACT. This exposition is highlighted with results from 

recent applications performed as part of a general survey of fire retarded polymers. 

Included in this survey are blends of polypropylene with silica gel, three representative 

bromine-containing additives, and a polypropylene/graphite layered nanocomposite. 

Some preliminary results from a model validation study of the rate of beta-scission 

reactions in a small gas phase molecule (n-pentane) are also presented. 

The motivation behind the development of MD_REACT was to create a versatile 

model that could be used to study thermal degradation at a molecular level in a wide 
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range of polymers. The strategy employed to accomplish this objective was to interface 

our program for performing reactive dynamics on simple vinyl polymers [6] with 

Discover 95, a commercially available molecular dynamics code offered by Molecular 

Simulations, Inc. (MSI) [40]. 

The interface between the programs is established using an inter-process 

communication protocol (IPC) to pass coordinates, forces and connectivity information 

between MD_REACT, which computes the reactive forcefield, and Discover 95, which 

updates the molecular structure on the basis of the solution to the equations of motion. 

The input file for the Discover 95 run contains a command string that initializes an IPC 

connection [41] in server mode and launches MD_REACT as an external process. A 

series of database operations that identify and replace the high-energy bonds are executed 

at every time step. 

The basis of MD_REACT is molecular dynamics. This technique consists of 

solving Hamilton's equations of motion (Eq.( 8 )) for each of the 3N molecular degrees of 

freedom. The Hamiltonian of the model polymers considered in the present investigation 

was derived from the Centralized Valence Forcefield (CVFF) summarized in Eq.( 10 ). 

What follows is an explanation of the individual terms that contribute to this forcefield 

description of the potential energy of a molecule.  

The energy required to stretch the covalent bonds is represented by a Morse 

potential, which is given by Eq.( 13 ).  
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In this equation, r is the distance between bonded atoms i and j, re is the equilibrium bond 

length, and α = [kb/(2D)]1/2, where  
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is the force constant. The bond dissociation energies (D) have, in many cases, been 

altered from their original CVFF values in an attempt provide a better description of the 

thermal decomposition reactions summarized in Figure 3. The new values were obtained 

from a variety of methods including experimental data and G2 calculations performed on 

monomers and other model compounds with representative bonds.  

The potential energy for bond bending is represented by 

  ,)-(k) S(ij)S(jk= V
2

ea θθθ  ( 15 ) 

where θ denotes the angle determined from the dot product of the normalized bond 

vectors between three adjacent atoms (i, j and k) and the S(ij) and S(jk) are switching 

functions, which are defined below. The force constant, kθ, is defined, in analogous 

fashion to kb, as the second derivative of the potential energy evaluated at the equilibrium 

bond angle (2e). 

Rotations about covalent bonds are restricted by the torsional potential 

 .cos )]-(n+[1k)S(kl) S(ij)S(jk= V et φφφ

 
( 16 ) 
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The dihedral angle, φ, is defined by the three bond vectors between four adjacent atoms 

(i,j,k and l). The parameters, kφ, n, and φe determine the height, multiplicity, and position 

of the barrier to internal rotation. 

The nonbond potential energy consists of two terms corresponding to the Van der 

Waals and electrostatic interactions. These are represented by 
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where *i and *j are the partial charges on nonbonded atoms separated by a distance, r. 

The parameters r* and ε in the Van der Waals term determine the position of the 

minimum and the depth of the potential well, respectively. 

The switching functions, S(ij) in Eqs.( 15 ) and ( 16 ) are used to turn the bending 

and twisting forces on and off as the corresponding bonds are formed and broken. It is the 

presence of these terms that distinguishes the reactive forcefield used in MD_REACT 

from the CVFF and other conventional forcefields. The switching functions used in 

previous versions of MD_REACT were based on the hyperbolic tangent function in Eq.( 

18 ). 
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The justification for using this functional form is that it has the character of a step 

function, while preserving continuity of the derivatives that are needed for the evaluation 
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of the forces. The parameters a = 40 nm-1 and rd, which is the inter-atomic distance at 

which the energy in the bond is within kBT of dissociation, determine the sharpness and 

the position of the transition from S = 1 to S = 0, respectively. In the most recent version 

of MD_REACT, fractional bond orders, as defined in Eq.( 19 ), are used to switch the 

forces. 
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This formulation facilitates the description of hypervalent transistion states for 

hydrogen transfer and similar reactions that play a major role in the thermal degradation 

process. The energy and forces calculated in Discover 95 do not include the contributions 

due to the presence of these switching functions. These corrections are computed in 

MD_REACT and passed to Discover 95 in the form of a restraint on the energies and 

forces [41]. 

Bond dissociation and formation are simulated in MD_REACT by the following 

algorithm. A list of the free radical sites, that are generated when bonds in the polymer 

break, is updated at every time step. The criterion used in this program is that the atoms 

participating in a covalent bond become free radicals when Vb comes within nkBT of the 

dissociation energy, where n is an integer specified at the onset of the simulation. 

Although a large value for n ensures that there will be a lot of free radicals, they are 
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inconsequential unless a lower energy pathway is found (vide infra). The program 

generates a list of potential bonds consisting of all possible covalent interactions between 

the available free radicals and retains those corresponding to the lowest energy subject to 

the constraints imposed by the atomic valence. This is accomplished by invoking a 

section of code that sorts the potential bonds in order of increasing energy and accepts 

new bonds until the valence of the participating atoms is filled. Of course, the number    

of bonds to an atom can, and frequently does, decrease from its maximum value as a 

result of bond scission reactions. The bond table in Discover  95 is modified and the 

trajectory of the polymer is updated accordingly. 

In order to extract meaningful information from the simulations of thermal 

degradation, the disparity between the time scales associated with laboratory 

measurements, such as the cone calorimeter (seconds) and those accessible to atomistic 

simulations (picoseconds) must be overcome. Our approach to this problem is to make 

use of a simple kinetic model to identify the reactions which determine the global rate of 

mass-loss and the distribution of products. The following expression [42]: 
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is consistent with the results obtained from our simulations of the thermal degradation of 

polypropylene. In this equation, m(t) denotes the mass of the residual polymer at time, t, 
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is the rate constant for the random scission initiation reaction, and kI(T) is the rate 

constant for chain transfer scission. In the latter case, a β-scission occurs on a polymer 

after it transfers a hydrogen atom to a free radical polymer fragment (frpf). The steady-

state concentration of frpfs, [R], which is assumed to be constant throughout the data 

collection process, is given by Eq.( 22 )  
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where kt(T) is the rate constant for termination, d0 is the density of the polymer sample 

and m0 is the molecular weight of the repeat unit. The zip-length, 
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is the number of volatile fragments (including, but not restricted to, monomers) produced 

before the frpf is terminated (i.e. converted back to a stable, nonvolatile molecule) either 

by the transfer of a hydrogen from a neighboring polymer chain or by the dissociation of 

a hydrogen or methyl group from the β-bond.  

The disparity in the time scales corresponding to the initiation reactions, which 

have activation barriers on the order of 320 kJ/mol or more, and the propagation and 

termination reactions, which have activation barriers of 160 kJ/mol or less, is resolved by 

performing independent simulations at temperatures appropriate for each of these 

processes. Thus, a typical computer experiment involves at least two sets of simulations. 

An artificially high temperature (typically, > 2000 K ) is used in the first series of 
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simulations for the purpose of generating a sufficient population of frpfs to initiate the 

propagation/termination reactions, which constitute the second stage of the computer 

experiment. These simulations can be performed at lower temperatures because of the 

relatively small activation energies associated with β-scission, which is the dominant 

mechanism in the propagation and first order termination reactions. The global rate of 

mass-loss at thermal degradation temperatures, Td, may then be obtained from Eq.( 20 ) 

by extrapolation of the temperature dependent rate constants computed using data 

collected in this sequence of MD simulations. Work on the incorporation of a third stage, 

that will simulate the transport of thermal degradation products through the polymer melt, 

is in progress. 

Periodic boundary conditions are implemented by enclosing the model polymer in 

a unit cell with dimensions that are consistent with the experimental density. The bulk 

system is simulated by accounting for interactions between the atoms in the polymer and 

ghost atoms that are created by replicating the unit cell in space (see Figure 10). This 

makes it possible to maintain realistic densities during simulations of the thermal 

degradation of isolated chains. The use of periodic boundary conditions also facilitates 

the assessment of thermal stability, since the rate of mass loss from the degrading 

polymer can be computed by tabulating the mass of the fragments diffusing outside of the 

central unit cell as a function of time.  
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13.3.2a  Pentyl Radical 

The reactions that are responsible for most of the mass loss during the thermal 

degradation of polymers are hydrogen transfer and beta-scission. Obviously, the 

credibility of our model for predicting the thermal stability and flammability of polymers 

would be questionable if it failed to provide reasonable estimates for the rate constants of 

these reactions. Here, we examine the predictive capability of the model by comparing 

the computed and experimental rate constants for beta-scission in n-pentyl radical for a 

series of temperatures between 1000 K and 1600 K. The conformations of the pentyl 

radical at the onset of a representative simulation and just after a beta-scission are 

compared in Figure 4. 

 The computer simulations were performed as single molecule MD calculations 

(i.e.,without periodic boundary conditions) at a constant energy until the reaction 

occurred. The unimolecular rate constants were computed as trxn
-1, where trxn is the mean 

reaction time corresponding to three independent realizations of the initial momentum 

distribution, at each of the specified excitation energies. These results are listed in 

Table II. The uncertainties were estimated as the standard deviations from the mean 

reaction time. The total simulation time spanned by these calculations was about 9 x 10-9 

s, which corresponds to almost 105 vibrations of the critical bond; each of which may be 

viewed as an independent bond dissociation experiment. 

The temperature dependent rate constants were computed by numerical integration 

of Eq.( 24 ), 



 27

  
,)(),()(

0

∫
∞

∞ =
E

uni dEEkTEPTk  
( 24 ) 

where kuni (E) = trxn
-1 is the unimolecular rate constant at the specified energy listed in 

Table II and 
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is the classical probability that a molecule in equilibrium with a reservoir at the 

temperature, T, has an energy, E [43]. In this equation, S = 3N - 6 is the number of 

vibrational degrees of freedom in the molecule, T is the absolute temperature, and '(S) is 

the gamma function which is equal to (S-1)!. The results obtained from the integration of 

Eq.( 24 ) are listed in Table III. The uncertainties were estimated by propagating the 

standard deviations from the mean reaction time in the integral. The large variability in 

these values reflects the statistical nature of the thermal degradation process. The kinetic 

constants corresponding to these rate constants, which were obtained from the Ahrrenius 

plot in Figure 5, are Ea = 112 ± 17 kJ/mol and A = 0.6 x 1013 s-1 

The familiar Ahrrenius expression given in Eq.( 26 ) is known to provide an 

accurate description of the kinetics of unimolecular reactions in the high pressure limit 

when the rate of deactivation by collisions with other molecules is much greater than the 

rate of unimolecular decomposition. Thus, the experimental rate constants in this regime 

can be obtained from 
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where T is the frequency of energy exchange between the vibrational modes, L is 

Avogadro’s number and E0 is the minimum or critical energy required for the 

unimolecular reaction. The kinetic parameters determined from measurements made in a 

single pulse shock tube at the high pressure limit over the temperature range from 850 - 

1000 K are: T = 1.0 x 1013 s-1 and E0 = 118.7 kJ/mol [44]. Substitution of these values 

into Eq.( 26 ) gives the experimental rate constants listed in Table III. Although the rate 

constants obtained from the MD simulations are in reasonable agreement, the fact that the 

discrepancy exceeds the uncertainty of the calculations at some temperatures suggests 

that there may be additional sources of error. Included in the list of possibilities is the use 

of classical dynamics to simulate chemical reactions that, in reality, are quantum events. 

  

13.3.2b Silica Gel 

Results obtained from experimental studies conducted in this laboratory have 

indicated that the flammability of polypropylene and other polymers is reduced by the 

addition of small quantities of silica gel (~ 10% of the total mass) [45]. The effect of 

silica gel on the thermal degradation of polypropylene was investigated by comparing the 

results of simulations in the presence and absence of this additive. 
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The model polymer consisted of 4 chains of isotactic polypropylene, each 

containing 48 propylene monomers (Figure 6). Two models of the silica gel, one with 81 

SiO4 moieties and a maximum pore diameter of 10 Å and the other with 215 SiO4 

moieties and a maximum pore diameter of 30 Å, were examined in an effort to determine 

the effect of pore diameter on the thermal degradation of the polymer. The initial 

geometries for the polymer/silica systems were obtained by minimizing the CVFF 

energies until the maximum derivative was less than 4.2 J/(mol Å) using the Polak Ribiere 

conjugate gradient algorithm in Discover 95 [41]. 

The simulations were performed with periodic boundary conditions in two steps. 

First, a population of free radical polymer fragments was generated by integrating the 

equations of motion over a constant temperature path at 1500 K for 50 x 10-15 s (50 time 

steps) using the full CVFF forcefield with cross terms coupling adjacent bonds, angles 

and torsions. The purpose of including cross terms was to facilitate an efficient transfer of 

thermal energy into the stretching modes that are responsible for bond dissociation. The 

reactive dynamics were then carried out at a constant temperature of 873 K for 5.0 x 10-12 

s (5000 time steps) using the reactive forcefield described above. Only the atoms in the 

polypropylene were dynamic. The positions and connectivities of the Si, O and H atoms 

in the silica were fixed throughout the simulations. This was done to make the 

simulations more computationally tractable. Benchmark studies, where these atoms were 

free to move, indicated that the deformations from the initial structures were minor and 
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that the strategy of constraining the movement of the silica was, therefore, a realistic 

approximation. 

Cone calorimeter measurements on polypropylene/silica gel blends have indicated 

that pore diameter has a significant effect on the rate-of-heat release of the burning 

polymer [45]. In fact, the range of pore diameters spanned by our models is about an 

order of magnitude smaller than the range manifested in the silica gels used in the 

experiments. The molecular weight of the model polymers is likewise about an order of 

magnitude smaller than the average value of Mn attributed to the actual polymers. Thus, 

in using the model calculations to interpret the experimental results, we are assuming that 

the observed effects depend only on the relative, and not on the absolute, size of the 

molecules involved. 

The effect of the silica gel was examined by comparing simulations where the 

nonbond interactions (electrostatic and Van der Waals forces) between the silica and the 

polymer were turned on (representing a blend of polymer and silica) to identical 

simulations where these interactions were turned off (representing a non-interacting 

mixture of polymer and silica with the same density as the blend). The corresponding 

mass loss rates, determined by numerical differentiation of the mass of polymer 

degradation fragments diffusing out of the unit cell as a function of time, are compared in  

Figure 7. Negative values, which result when fragments diffuse back into the cell, were 

observed in some simulations. Presumably, these negative contributions cancel when the 

rates of mass loss are averaged over macroscopic scales of time and distance. The 
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uncertainties in the rates, estimated from the average standard deviation of the differences 

in the rate of mass loss obtained from independent simulations performed at the same 

temperature, are 0.07 and 0.05 (in units of fractional mass loss per 10-12 s) for the pure 

polymer and the blend, respectively. The interactions between the polymer and silica 

appear to have a stabilizing effect that would be expected to result in a reduction in 

flammability. A detailed review of the computer animations of the corresponding 

trajectories suggests further that the fragments from the degrading polymers tend to get 

trapped in the pores of the silica. This effect is apparent in Figure 8 and Figure 9 where 

the last frames from simulations of the thermal degradation of polypropylene in the 

presence (right) and absence (i.e., when there are no interactions between the polymer 

and its degradation products with the silica) of the silica gel are compared for the small 

and large pore silica, respectively. In general, the large pore silica appears to be more 

effective because it can trap a greater mass of polymer degradation products than the 

small pore silica.  

  

13.3.2c Nanocomposites 

Polymer layered nanocomposites, which are characterized by the molecular level 

incorporation of an inorganic additive (commonly alumino silicate clays) into an organic 

polymer, can have unique properties compared to conventional filled polymer systems 

[46,47]. Research conducted by Gilman et al. has demonstrated that some 

nanocomposites of polymer and clay exhibit a significant reduction in flammability, as 
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compared to immiscible mixtures of the same components, even at compositions which 

contain as little as 2%- 5% clay [48,49]. Simulated thermal degradation experiments were 

performed to investigate the source of this dramatic increase in fire resistance at a 

molecular level. 

The model of the polymer nanocomposite consisted of the 4 polypropylene chains 

used in the previous study situated above a graphite sheet constructed from about 600 

carbon and 80 hydrogen atoms that were used to terminate the edges. A series of 

nanocomposite structures with the polymer intercalated between graphite layers separated 

by a variable distance, b, was obtained by annealing the model polymer and graphite 

inside of a unit cell with the following dimensions: a = 10.0, c = 3.0 and b =  (2.5, 2.8, 

3.0, 3.2 and 5.0) nm. The same models of the polymer and graphite were used in all of 

the structures. That is, only the distance between the graphite sheets and, consequently, 

the density of the composite was allowed to change from one simulation to the next. The 

b = 3.0 nanocomposite is displayed in Figure 10. 

The simulated annealing was performed as follows. The polymer/graphite 

assembly was heated at 500 K for 100 time steps of molecular dynamics and then allowed 

to relax during 100 iterations of the Polak Ribiere conjugate gradient minimization. After 

10 cycles, an optimized conformation was obtained by minimizing the full CVFF energy 

until the maximum derivative was less than 4.2 J/(mol Å). This process was repeated until 

the energy of the last optimized conformation was the lowest value attained during the 

course of the simulated annealing procedure. 
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The molecular dynamic simulations were performed using periodic boundary 

conditions in two stages. In the first stage, a population of free radical polymer fragments 

was generated by integrating the equations of motion over a constant temperature path of 

873 K for 0.05 x 10-12 s using the full CVFF force field with cross terms coupling 

adjacent bonds, angles, and torsions. The bond stretching energies and forces were scaled 

by a factor of 0.2 to ensure that there was a sufficient population of free radical fragments 

to initiate the propagation and termination reactions (i.e.,depolymerization, hydrogen 

transfer, chain stripping, cyclization, crosslinking and radical recombination). The bond 

scale factor was then set back to unity at the onset of the second stage where the 

propagation/termination reactions were simulated. This stage of the simulation was 

carried out using the reactive forcefield described above at 873 K for 5.0 x 10-12 s. The 

positions and connectivities of the carbon and hydrogen atoms in the graphite were fixed 

throughout the simulations. 

The relative thermal stabilities of the polypropylene/graphite nanocomposites were 

assessed by comparing the average rates of mass loss for each system during the second 

(reactive) stage of the simulations. Each value was obtained as the arithmetic mean of a 

set of 51 instantaneous values (giving a time averaged rate), which in turn, were 

(ensemble) averaged over 3 independent simulations corresponding to different 

realizations of the initial momentum distribution for the specified temperature. The 

uncertainties, which are represented by error bars, are the standard deviations of the time 

averaged rates from these 3 simulations. 
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The average rates of mass loss, from the nanocomposites and non-interacting 

mixtures of the polymer and graphite with the same densities (obtained by turning off the 

nonbonding interactions between the polymer and the graphite), are plotted as a function 

of the distance of separation between the graphite layers in Figure 11. The reduction in 

the average rates of mass loss (with respect to the non-interacting mixtures) that was 

observed in simulations of the thermal degradation of the (2.8, 3.0 and 3.2) nm 

nanocomposites is consistent with the results obtained from radiative gasification 

measurements made on intercalated polypropylene and polystyrene nanocomposites [49]. 

The stabilization of the polymer is most pronounced in the b = 3.0 nm nanocomposite and 

approaches zero at b = 5.0 nm, when the graphite layers are too far apart for there to be a 

significant interaction between them. At these large distances of separation, the 

interactions are almost exclusively between the polymer and the graphite. This should 

approximate what occurs in the delaminated nanocomposites where the graphite layers 

are individually dispersed in the polymer matrix. At b = 2.5 nm, the nanocomposite is 

actually destabilized. This is a consequence of the repulsive nature of the nonbonding 

forces which predominate when the polymer chains are crowded into a small volume. In 

fact, this effect is so pervasive that we could not even locate a stable conformation for a 

layered nanocomposite structure with b less than 2.5 nm using the simulated annealing 

procedure described above. In retrospect, this could have been anticipated because these 

nanocomposites are known to form delaminated, rather than layered structures, when the 
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mass fraction of polymer exceeds a critical value that corresponds to about 80 % in the 

nylon-6/clay nanocomposites [47]. 

The nature of the stabilization effect observed for the (2.8, 3.0 and 3.2) nm 

nanocomposites is revealed by comparing the computer animations of the trajectories 

corresponding to the nanocomposites and the non-interacting mixtures. In general, the 

polymers in the b = (2.8, 3.0 and 3.2) nm nanocomposites lost fewer fragments and 

retained their shape longer than the polymers in the non-interacting mixtures with the 

same densities. The most obvious difference was that the fragments generated by the 

degradation of the model polymer in the nanocomposites had a pronounced tendency to 

collide with the graphite and bounce back into the central unit cell where they could 

undergo recombination reactions with other free radical polymer fragments, rather than 

escape from the melt as combustible fuel. 

The observation that the thermal stability of the polymer increases when it is 

intercalated but is not affected by the presence of the graphite when the layers delaminate 

is consistent with thermogravimetric data that indicate that intercalated nanocomposites 

are more thermally stable than delaminated nanocomposites [48,49]. Indeed, Gilman  et. 

al. noted that the derivative thermogravimetric (DTG) curves obtained from the 

delaminated nylon-6/clay nanocomposites are almost identical to the values 

corresponding to pure nylon-6, whereas the peaks in the DTG of intercalated 

polystyrene/clay nanocomposites are shifted by 50 0C from the pure polymer [49]. The 

fact that the delaminated nylon-6/clay nanocomposites exhibit a reduction in flammability 
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comparable to what is observed for the intercalated nanocomposites, even though the 

DTG results indicate that polymers are not stabilized when present in delaminated 

nanocomposites, suggests the possibility that the clay layers reorganize after some of the 

polymer is gasified. That is, the nanocomposite undergoes a phase change from a 

delaminated to an intercalated structure as a result of the change in composition brought 

about by the thermal degradation of the polymer. Once the intercalated nanocomposite is 

formed, it is stabilized by the mechanism discussed in the preceding paragraphs. This 

hypothesis is supported by transmission electron microscopy (TEM) of  the char that 

remained after burning samples of the delaminated nylon-6/clay nanocomposites under a 

thermal flux of 35 kW/m2 on the cone calorimeter.  The TEM images clearly reveal an 

organized layered structure that was not present prior to combustion [48,49]. 

 

13.3.2d Bromine-Containing Fire Retardant Additives 

A series of computer simulations were performed on polypropylene in the 

presence of some representative bromine-containing fire retardants. These included an 

aromatic compound, decabromobiphenyl, and two aliphatic hydrocarbons, 

tetrabromoethylene and a vinyl bromide oligomer. The purpose of this study was to make 

a qualitative comparison of the thermal degradation products and, thereby, to gain further 

insights into the nature of the mechanisms by which these additives affect a reduction in 

the flammability of the polymer. The procedures followed in this study were the same as 

described above in the case of the silica gel additives, except that all of the degrees of 
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freedom, including the atoms that comprised the additives, were dynamic. 

Bromine, in the form of Br, Br2, and small gas phase hydrocarbons, was released 

early in the simulations. These products are apparent in Figure 12, which is a still frame 

from the simulated thermal degradation of a polypropylene blend containing both 

decabrombiphenyl and vinyl bromide oligomer. Additional simulations performed on the 

additives in the absence of the polymer indicated that Br2, as opposed to HBr, is a major 

product of the thermal degradation of both decabromobiphenyl and tetrabromoethylene. 

This is in sharp contrast to what we observed in the simulated thermal degradation of the 

vinyl bromide oligomers. In this case, which should be representative of the general class 

of alkyl bromides, the major products were monomer and HBr. Large amounts of atomic 

Br were also released, but the formation of molecular Br in the form of Br2 was not 

observed. The significance of this observation is that Br2 might be expected play a role in 

condensed phase suppression by abstracting hydrogens from polymer chains which then 

can cross-link to form a fire resistant char. Thus, based on standard tabulations of bond 

dissociation energies [39], the sequence of reactions consisting of the abstraction of 2 

hydrogens by Br2 to form two molecules of HBr and a branched polymer is exothermic 

(∆H ~ -86 kJ/mol), whereas the analogous sequence involving the abstraction of hydrogen 

by HBr to form H2 + HBr and a branched polymer is slightly endothermic (∆H ~ 10 

kJ/mol). 

 

13.4 Summary and Conclusions                                                                                                       
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 The various methods that comprise the field of molecular modeling were reviewed 

in the context of their potential for application to the molecular level design of new fire 

retardants and suppressants. The capabilities of these techniques were demonstrated by 

performing calculations on systems ranging in molecular complexity from small gas 

phase molecules to polymers. 

An application of molecular quantum mechanics was considered first. These 

calculations were originally performed to assess the likely environmental impacts of a 

series of fluoro and chloro- methanes that were advanced as candidates to replace halon 

fire extinguishants. The computational strategy was based on a correlation between bond 

strengths and atmospheric lifetime. It was found that the C-H bond dissociation energies 

for small gas phase molecules could be calculated to sufficient accuracy to warrant using 

this approach to screen replacement candidates. The further application of these methods 

in evaluating forcefield parameters for use in molecular mechanics, dynamics and Monte 

Carlo calculations on polymers was also discussed.  

Next, the theory and implementation of a computer model of thermal degradation 

in polymers was presented. The predictive capability of the model was tested by 

comparing computed rate constants for beta-scission in a small gas phase molecule (n-

pentane) to the experimental values for temperatures between 1000 K and 1600 K. 

Although they are in reasonable agreement with experiment, the fact that the 
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discrepancies exceed the uncertainty in the calculations at some temperatures suggests 

that there might be additional sources of error. 

Finally, a series of calculations were performed to study the effects of fire 

retardant additives on the thermal degradation of polypropylene. Included in this survey 

were blends of polypropylene with silica gel, three representative bromine-containing 

additives, and a polypropylene/graphite layered nanocomposite. The results, although 

qualitative in nature, are consistent with experimental findings and, at the same time, 

provide new insights into the mechanisms by which these additives affect a reduction in 

the flammability of the polymer. 

The applications presented in this chapter corroborate the premise that molecular 

modeling can be used to predict the properties of new materials in ways that macroscopic 

models cannot and, thereby, offers an unrivaled potential for computer aided molecular 

design. The major limitation of this approach is that the amount of computational effort 

required to obtain molecular level detail presently restricts the domain of these 

calculations to infinitesimal scales of time and distance, which limits their application to 

model systems. These boundaries, however, are receding as advances in computer 

technology enable calculations on more realistic materials. Based on the rapid pace of the 

progress attained so far, it seems likely that molecular modeling will soon become an 

integral part of industrial research and development programs in materials flammability. 
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Tables 
Table I. C-H Bond Dissociation Energies in the Fluoro- and Chloro-Methanes (kJ/mol) 
Molecule LDAa VWNa HFb MP4b G2b Experimentc 
CH3-H 494 464 362 458 435 440 

CFH2-H 464 447 353 440 424 424 
CF2H-H 458 496 354 441 424 432 
CF3-H 482 461 373 462 445 447 

CClH2-H 465 444 351 418 416 422 
CCl2H-H 431 419 338 401 401 414 
CCl3-H 415 401 322 385 390 401 

a. Reference 30. 
b. Reference 31. 
c. Reference 29. 



 45

 
Table II. Mean Reaction Times from Simulations of Beta-Scission in n-Pentyl Radical 

Energy (kJ/mol)a t (x 1012 s)b 

502 ± 4 1733 ± 595 
544 ± 4 533 ± 120 
573 ± 4 421 ± 136 
606 ± 4 387 ± 106 

a. Computed as the mean of the time averaged energy from 3 simulations. 
b. The average length of time before a reaction occurred in 3 simulations. 
 
 

Table III. Comparison between Computed and Experimental Rate Constants 
T (K) k∞ (x 10-8 s-1)a k∞ (x 10-8 s-1)b 

1000 0.061 ± 0.027 0.063 
1200 1.4 ± 0.55 0.68 
1400 5.6 ± 2.4 3.7 
1600 8.5 ± 3.4 13 

a. From Eq.( 24 ). 
b. From Eq.( 26 ). 
 
Figure Captions 
 

Figure 1. The natural logarithm of the tropospheric lifetimes (in years) of a series of 
fluoro-methanes and ethanes from Eq.(11) plotted as a function of the dissociation energy 
of the reacting C-H bond (circles). 

 

Figure 2. A comparison of C-H bond dissociation energies in the fluoro- and chloro- 
methanes obtained from the LDA, VWN, HF, MP4, and G2 (squares) methods with the 
experimental values (circles). 

 

Figure 3. Major reaction pathways in the thermal degradation of polymers. 

 

Figure 4. Still frames taken at the beginning (left) and end (right) of a simulation of the 
thermal degradation of n-pentyl radical. 

Figure 5. Ahrrenius plot of the rate constants for β-scission of the first C-C bond in n-
pentyl radical. 
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Figure 6. The model polymer consisting of 4 chains each comprised of 48 propylene 
monomers. 

Figure 7. The rates of mass loss from the polymer/silica blend are compared to the 
corresponding values obtained for the non-interacting mixture of the same components. 

 

Figure 8. Thermal degradation of the non-interacting mixture (left) and the blend with the 
small pore silica (right). The animated trajectories indicate that the fragments from the 
degrading polymers in the blend tend to get trapped in the pores of the silica. 

 

Figure 9. Thermal degradation of the non-interacting mixture (left) and the blend with the 
large pore silica (right). The large pore silica appears to be more effective than the small 
pore silica because it can trap a greater mass of polymer degradation products. 

 

Figure 10. Periodic display of the model polypropylene/graphite nanocomposite. 

 

Figure 11. The average rates of mass loss from the nanocomposites (open circles) and 
non-interacting mixtures (closed circles) of the polymer and graphite as a function of the 
distance between the graphite sheets. 

 

Figure 12. Thermal degradation of a blend of polypropylene with some brominated fire 
retardants. 
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Atmospheric Lifetime Vs C-H Bond Dissociation Energy

BDE (kJ/mol)

390 400 410 420 430 440 450 460

-ln
 τ

0

1

2

3

4

5

6

7

linear regression
computed values

CH3CH2F
CH2FCH2F

CH3CHF2

CH3F
CH2F2

CF3CHF2

CF3CH2F

CF3CH3

CHF3



 48

 

Trends in Bond Dissociation Energies
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Time Averaged Rate of Mass Loss
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is not subject to copyright. 
2 Certain commercial equipment, instruments, materials or companies are identified 
in this paper in order to adequately specify the experimental procedure.  This in no 
way implies endorsement or recommendation by NIST. 


